1374

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 40, NO. 7, JULY 1992

Integrated Physics-Oriented Statistical Modeling,
Simulation and Optimization

John W. Bandler, Fellow, IEEE, Radoslaw M. Biernacki, Senior Member, IEEE, Qian Cai, Student Member, IEEE,
Shao Hua Chen, Member, IEEE, Shen Ye, Member, IEEE and Qi-Jun Zhang, Member, IEEE

Abstract—We contribute herein to the effective utilization of
physics-, geometry- and process-related parameters for yield-
driven microwave device modeling and circuit design. We ad-
dress physics-based modeling of MESFETSs from the point of
view of efficient simulation, accurate behavior prediction and
robust parameter extraction. We present a novel integration of
a large-signal physics-based model into the harmonic balance
equations for simulation of nonlinear circuits, involving an ef-
ficient Newton update. We exploit this integration in gradient-
based FAST (Feasible Adjoint Sensitivity Technique) circuit
optimization. For the purpose of yield-driven circuit design we
present a relevant physics-based statistical modeling method-
ology. Our statistical implementations use models originated by
Ladbrooke and Khatibzadeh and Trew. We embed these phys-
ics-based device models in the yield optimization process for
MMICs using appropriate multidimensional statistical distri-
butions. Quadratic approximation of responses and gradients
suitable for yield optimization is discussed. We verify our theo-
retical contributions and exemplify our computational results
using built-in and user-programmable modeling capabilities of
the CAE systems OSA90/hope™ and HarPE™. In this context,
we report on results of device modeling using a field-theoretic
nonlinear device simulator.

I. INTRODUCTION

E BELIEVE that microwave computer-aided engi-
neering (CAE) technology must address physics-
based circuit optimization, directly linking geometrical,
material and process-related parameters, or simply, phys-
ical parameters, with system performance and production
yield. Field theory, circuit theory and system theory need
to be integrated into hierarchically structured computer-
aided design (CAD) systems for linear, nonlinear and sta-
tistical microwave circuit simulation and design.
For active microwave circuit design the effectiveness
of modern CAD methods relies heavily on accurate de-
vice models. Approaches to device modeling have been
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developed and a variety of models have been imple-
mented into circuit simulators for such purposes as small-
and large-signal circuit design. Generally, the methods
for device modeling can be classified into two categories:
equivalent circuit-based models (ECMs) and physics-
based models (PBMs).

ECM modeling assumes an equivalent circuit to simu-
late the external behavior of the device under considera-
tion. Such models consist of a number of linear and non-
linear circuit elements connected in a predefined manner.
To approximate device characteristics, empirical equa-
tions are devised a priori for those nonlinear circuit ele-
ments. Various FET ECMs, including small-signal and
nonlinear large-signal (e.g., Curtice and Ettenberg, Ma-
terka and Kacprzak, Statz et al.) models [1]-[5], have
been widely used in microwave CAD. To properly utilize
these models, devices must be characterized through an
accurate parameter extraction process where the ECM pa-
rameter values are determined from dc, S-parameter and/
or large-signal measurement data (e.g., Bandler et al. [6]-
[7]). ECMs enjoy high computational efficiency and are
relatively easy to implement into circuit simulators. They
have been the foundation of pre-MMIC (monolithic mi-
crowave integrated circuits) CAD and continue to domi-
nate today’s microwave simulators. However, there is no
obvious relationship between ECM parameters and device
physical parameters. Also, since the model parameters are
usually identified after device fabrication, they have lim-
ited extrapolative or statistically meaningful forecasting
abilities. This opens the door to PBM modeling.

PBMs address the fundamental device equations and
characterize device behavior in terms of physical param-
eters such as gate length, channel thickness, doping pro-
file, etc. Circuit design can then be considered at the de-
vice parameter level. In other words, the design variables
can directly include device geometrical, material and pro-
cess-related parameters [8]. Therefore, PBMs should be
very effective in terms of predictability and first-pass suc-
cess in the design of microwave integrated circuits (MICs)
and MMICs.

Efficient microwave nonlinear circuit analysis has been
a subject of serious research for a long time. Its impor-
tance has resurged with the development of MICs and
MMICs, where nonlinear active devices are components
critical to performance. Simulation of nonlinear circuits
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is much more complicated than that of linear circuits. It
can be carried out in the time domain, frequency domain,
and mixed frequency/time domains, as reviewed by Gil-
more and Steer in [9]. .

Time-domain methods try to solve the circuit equations
entirely in the time domain using numerical methods.
There are three major time-domain simulation techniques
[9]: direct methods [10]-[15], associated discrete circuit
model approaches [10], [16] and shooting methods [17]-
[22]. Frequency-domain methods, recently reviewed by
Steer, Chang and Rhyne [23], attempt to analyze nonlin-
ear circuits entirely in the frequency domain. Functional
expansions enable the frequency components of the out-
put spectrum to be calculated directly from the input spec-
trum. Frequency-domain methods such as power series
expansion analysis [24]-[27], Volterra series analysis
{28]-133] and spectral balance analysis [34]-[36], have
been used successfully for the analysis of microwave non-
linear circuits [37]-[44].

Mixed frequency/time-domain methods include the
harmonic balance (HB) technique [45]-[51] which was
significantly advanced by Nakhla and Vlach, Kundert and
Sangiovanni-Vincentelli, Rizzoli et al., and several other
authors. The HB technique was recently reviewed by Gil-
more and Steer [9], [52]. The HB technique is an efficient
tool for the simulation of steady-state responses of non-
linear microwave circuits [53]-[58]. The waveform bal-
ance (or sample balance) technique is another mixed fre-
quency/time-domain method and can be considered a dual
to the HB method. It was, for example, used by Hwang
et al. for nonlinear modeling and verification of MMIC
amplifiers [59].

Nonlinear circuit optimization requires efficient nonlin-
ear circuit simulation. It has become feasible because of
the efficiency of the HB method. Optimization employing
the HB method has been applied to large-signal FET
model parameter extraction [7], nonlinear circuit design
[60]-[62] and nonlinear circuit yield optimization [63],
although most of the developments have been based on
ECMs. Active and passive elements are explicitly rep-
resented through their equivalent circuit models. Direct
treatment of the effects of device physical parameters on
the overall MMIC circuit performance has been studied by
a number of researchers [8], [64]-[71]. One of the most
significant benefits of PBMs over ECMs is the oppor-
tunity of directly optimizing controllable/designable
physical parameters of the passive and active devices for
low noise, high power, high yield, etc.

Statistical device modeling is a prerequisite for accu-
rate yield-driven or cost-driven circuit analysis and op-
timization [72], [73]. The model statistics originate from
random variations of geometrical, material and process-
related parameter values during manufacturing. Those
random variations result in complicated distributions and
correlations of device responses. The aim of statistical de-
vice modeling is to provide tools for generating random
device outcomes which can reproduce the actual distri-
bution of the device responses. Statistical modeling has

1375

been extensively studied for passive devices, bipolar
junction transistors (BJT), metal-oxide 'semiconductor
(MOS) and complementary metal-oxide semiconductor
(CMOS) circuits for more than a decade [74]-[82]. Sta-
tistical modeling techniques have also been applied to mi-
crowave devices [73], [83]-]86].

With the rapid progress of GaAs fabrication technol-
ogy, MMICs are becoming increasingly practical [87].
During the past two decades, hybrid microwave inte-
grated circuits (HMICs) have been used in the micro-
wave industry, where active and passive discrete com-
ponents such as transistors, thin- or thick-film capacitors,
inductors and resistors are connected on a dielectric sub-
strate. In MMICs, all the active and passive components
are fabricated on a common semi-insulating substrate.
Post-production tuning of MMICs is restricted, and de-
vice replacement is not possible. In the production of
MMICs, circuits are manufactured in batches rather than
individually. The cost of manufacturing is directly af-
fected by yield. Therefore, yield analysis and optimiza-
tion, which take into account the manufacturing toler-
ances, model uncertainties, variations in the process
parameters, environmental uncertainties, etc., have be-
come widely accepted as indispensable components of the
MMIC design methodology.

Pioneering work on yield optimization was carried out
in the early 1970’s by a number of researchers (e.g., Kar-
afin, Pinel and Roberts, Bandler [88]-[92]) and was ad-
vanced subsequently during the last two decades [93]-
[118]. Yield optimization of nonlinear microwave circuits
with statistically characterized devices has been reported
in the literature, e.g., [63], [119], [120]. Purviance and
Meehan [121] recently reviewed statistical analysis and
design of microwave circuits. Many approaches devel-
oped for yield optimization are restricted to circuits em-
ploying ECMs. Statistics are then applied to the equiva-
Ient circuit elements such as capacitances, inductances or
resistances. There is doubt as to whether such an ap-
proach is capable of reflecting the actual statistical behav-
ior of the physical parameters. In MMICs, a change of
one device physical parameter may result in correlated
changes in all elements of the equivalent circuit model.
Furthermore, the resulting correlations may be very com-
plicated and quite difficult to describe. Therefore, con-
ventional design methods at the circuit level are of limited
value for yield optimization of MMICs. PBMs, on the
other hand, are more likely to reliably simulate statistical
behavior because of the physical nature of the model.
Consequently, meaningful results of yield optimization
should be attainable [122]-[123].

State-of-the-art microwave circuit analysis and design
require comprehensive general-purpose CAD softwave
to integrate device modeling, steady-state and transient
circuit simulation, sensitivity analysis, statistical model-
ing and analysis, performance- and yield-driven design
optimization, as well as physics-based and process-ori-
ented circuit design within the same framework. Different
aspects of a CAD system, such as technology optimiza-
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tion, cell design, software modularity and adaptability,
have been discussed [124]-[126]. The open architecture
of the software systems OSA90/hope™ [127] and HarPE™
[128] is designed to address these challenges. These two

" systems are used to carry out the calculations presented
in this paper and implement our new theoretical contri-
butions. '

In Section II, we present PBM modeling of MESFETS.
Nonlinear circuit analysis using PBMs integrated with the
HB method is addressed in Section III. Circuit design ex-
ploiting gradient optimizers is discussed in Section IV.
Sections V and VI are devoted, respectively, to statistical
modeling and yield optimization using PBMs. Section VII
describes how an external simulator, such as a two-di-
mensional (2D) field-based MESFET simulator, can be
integrated with OSA90/hope.

II. Puvsics-Basep MESFET MODELING

The fundamental device equations for PBMs may be
solved either numerically or analytically. Numerical
models typically employ finite-difference or finite-ele-
ment techniques [129]-[134]. They are potentially the
most accurate and play an important role in understanding
device physics. However, they are slow and have been
hitherto regarded as cumbersome.

Analytical PBM modeling can be traced back to the
early pioneering work of Shockley [135] in 1952. He in-
vented the JFET and developed a detailed analysis based
on three major assumptions: constant carrier mobility,
gradual channel approximation and abrupt transition be-
tween the depletion region and the conducting channel
[71]. His model was applicable to long gate devices op-
erating in a non-saturated mode, and therefore is not suit-
able for modern high-frequency transistors. The Shockley
model was subsequently improved by including velocity
saturation effects and nonuniform doping profiles in the
channel [136]-[141]. All these models are based on one-
dimensional or quasi one-dimensional analysis and are
suitable for dc and small-signal ac operation. They are
restricted to devices with large ratios of gate-length to
channel thickness. These restrictions were lifted for large-
signal analytical models proposed in [142]-[145]. Large-
signal analytical models try to solve the device equations
with a minimum number of simplifying assumptions.
These models offer a reasonable compromise between
model accuracy and simulation efliciency. They are quite
promising for circuit design and optimization.

A. Basic Device Equations [144]

Following Khatibzadeh and Trew’s approach [144], the
device model is formulated for the active, or ‘‘intrinsic’’,
region, i.e., the channel directly under the gate clectrode,
as shown in Fig. 1. All other regions of the device are
modeled phenomenologically using external or ‘‘extrin-
sic’’ linear elements. How to derive the values of these
extrinsic elements in terms of physical parameters is not
yet well established. Usually, their values are assumed

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 40, NO. 7, JULY 1992

gate
L, L
o 7777777777 7 77 v
X
d(x)
dy
source \1\ l drain
a
y

Fig. 1. Active region of a MESFET.

according to practical knowledge or obtained through pa-
rameter extraction from measurements.
The basic device equations in the active region are

vy = -2 - e ) M
J = —qnv + gDVn )
on
V-J=gq s 3
and
JoFE
J=J+ ¢ —(,; @)
where
E = -Vy ‘ (5)

is the electric field, ¢ the electrostatic potential, g the
electron charge, e the permittivity of the active layer ma-
terial, N the donor concentration in the channel, n the free-
electron density, v the electron velocity, J the conduction
(drift + diffusion) current density, D the diffusion coef-
ficient, and J; the total (conduction + displacement) cur-
rent density. It is assumed that v and E are codirectional,
ie.,

v = —pE)E 6)
where E is the magnitude of E and u(£) is the field-de-
pendent mobility. Among the basic device equations, (1)
is Poisson’s equation, and (3) is the current continuity
equation. They contribute to a “‘drift-diffusion’”> PBM
which characterizes the behavior of the FET devices.
The active region is divided into three parts: a depletion
region under the gate Schottky barrier where = 0, a free
channel region where n = N, (N, is the doping density)
and a transition region where n varies smoothly from zero
to N, as indicated by Yamaguchi and Kodera [142] and
Madjar and Rosenbaum [143]. The free electron density
in the transition region may be expressed as [142]-[144]

n@,y) =N +vy&x - LY TAX), ) ()

where  and L, are the parameters to be determined from
the boundary and bias conditions, and the transition func-
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tion T(d (x), y) can be defined as [144]
1

1 + exp <y____—)\d(x2>

d(x) is considered in [144] as an ‘‘effective depletion-layer
width’’ and N is a model parameter allowed to vary. Func-
tion (8) increases from almost 0 to almost 1 within the
range of y — d(x) from —3A to 3\, so according to [142],
[143] A should be of the order of the Debye length Ap.
Alternatively, adapting the sinusoidal expression pro-
posed in [142], [143] to the notation of Fig. 1 and allow-
ing A to vary, the transition function can be defined as

I 1 . y —d®x)
2+2sm <1r on >

ifdx) — 3N <y <dx + 3\
0 ify < dx — 3\
1 ify = d(x) + 3\

Td@x),y =1~

®)

Td®),y) =

®

Equation (7) with (8) or (9) eliminates the assumption .

of abrupt transition between the depletion region and the
conducting channel.

B. Dependence of Electron Velocity on Electric Field

In [143], [144], the dependence of the electron drift
velocity v on the electric field E is modeled either by a
piecewise linear or a quadratic function, both shown in
Fig. 2. This neglects the negative differential mobility of
GaAs, exemplified by a typical ¥ — E curve, also shown
in Fig. 2. An equation with a step function was used by
Chang and Day [145] to approximate the negative differ-
ential mobility, though the calculated and measured mo-
bilities did not match well.

A good fit to the measured v — E data can be achieved
using the Snowden formula [133]

8.5 x 10°E?
300p, poEd(l — 5.3 x 107'T)

T 1E4
T \&/)

0.8

oy INx 102

is the doping-dependent low field mobility. Incorporating
the functional form of (10) into (6) we express the v — E

curve as
E . E\?
E, Ey

I +

WE) = (10)

where

(11)
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Fig. 2. Electron drift velocity versus electric field: (—) typical v — E
curve, (---) piecewise lincar approximation and (---) quadratic approxi-
mation.

where v, (the saturation velocity), Ey (the characteristic
field), E; and 8 are fitting parameters. Equations (10) and
(11) can be reconciled if

B -4
El =2s_0

Ko

T 8.5 x 10*
Vo =

3007 T 1 - 5.3 x 10°T

When T = 300°K we have v, = v,y = poE; (as shown
in Fig. 2). Thus E; is defined similarly to the critical field
E, (see Fig. 2) introduced in [143], [144]. However, while
E, denotes the intersection of v = v, and the line tangent
at the origin to the v — E curve, E, corresponds-to the
maximum velocity. Therefore, ug iS, in general, inter-
preted differently in the two definitions.

As in [133], in our implementation 8 is fixed as 8 = 4.
In Fig. 3 we show the v — E curve calculated by (11) .
with v, = 1.023 X 10° m/s, E; = 1.173 x 10° V/m
and E, = 3.792 x 10° V/m. Also shown is the experi-
mental data used by Chang and Day [145] and attributed
to Ruch and Kino [146], and Houston and Evans [147].
The match is excellent.

C. Solution for the Potential Distribution

The general solution of Poisson’s equation (1) can be
expressed as a linear superposition of two components

[142]-[144]
v =1 + ¥, (12)

where Y, is the Laplacian potential due to the impressed
voltages on the electrodes and satisfies the equation

V3o = 0 (13)
with the boundary conditions (see Fig. 1)
Y60, @) = 0 (14a)
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Fig. 3. Comparison of calculated and experimental v — E data for GaAs:

(—) calculated from Equation (11), (°) experimental data from Ruch and
Kino [146], and (O) experimental data from Houston and Evans [147].

Yo, @ = v, (14b)
a¢0(x7 (1) -
———ay =0 (14¢)
Yolx, 0) = 0. (14d)

Y, is due to the space charge in the channel and satisfies
the equation

Vi = =l - (15)
with the boundary conditions
¥1(0,a) =0 (16a)
(L, a) = v, (16b)
a‘pl(xa a) - 0 (160)
dy
Yix, 0) = vy — Wy (16d)

where L and a are the gate length and channel thickness,
respectively, Vy, is the built-in voltage of the gate Schottky
contact, and v, is the applied intrinsic gate-source volt-
age, vy and v, are unknown fractions of v, the applied
intrinsic drain-source voltage, resulting from the bound-
ary conditions (14b) and (16b) and must be solved for in
order to determine the performance of the devices. Since
Vas = U1 + 0y, it is sufficient to solve for v, only.

Khatibzadeh and Trew [144] showed that a simplified
solution to (13) with the boundary conditions (14a)-(14d)
is given by

= Yo XN i [T

Yolx, y? = . <7rL> sinh <2a> sin <2a> 17

' sinh [ —
2a

and the solution to (15) with the boundary conditions
(16a)—(16c) can be expressed as
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[ 9 pae, v + L
€ L

Vi ={ ~LR@.y + x (18)
€ L
+ Ly - 1) B, )
k Ll < x < L
where

Fidx), y) = § S [1 — Tdx), 1] N(t)drdz (19)
y Z

Fyd,, y) = g S T(d,, 7) N(7) dr dz, (20)
y Z

where T is the transition function defined by (8) and d; is
the effective depletion-layer width in the saturation re-
gion. The piecewise transition function of (9) could be
used here as well. The boundary condition (16d) was ap-

A plied to (18) to solve for d(x) and + [144].

Solving for the potential ¢, in (18) involves two double
integrations F and F, which require significant compu-
tational effort. These numerical integrations are necessary
if the doping profile is arbitrary. However, for uniform
doping, i.e., if N(y) = N, in (7), the efficiency of the
model can be greatly improved if (9) is used instead of
(8) in (19) and (20) since (9) can be analytically inte-
grated. This has been implemented in both OSA90/hope
and HarPE [127], [128] and our experiments show that
the simulation time can be reduced by more than two
thirds as compared with using (8).

D. Intrinsic Currents

The gate, drain and source currents can be expressed
by the equations

ig = igc(¢7 Ul(¢7 t)7 ng (¢9 t)’ Uy (¢v t)a t)
N g, (b, v1(9, 1), vy (P, 1), vy (P, 1), 1)

o 21
id = idc((b’ Ul(d)a t)a vgs (¢7 t)? Udv(¢7 t): t)
+ aqd(¢’ vl(¢5 t)a Ugs(d)’ t)a Ugs (¢9 t)a t) (22)
ot
is = isc(¢: vl(d), t): Ugs ((»b: t)’ Uy, (d), t)5 t) :
+ aqs(¢a vl(¢9 t)’ vgs (¢’ l)a vds (¢a t)’ t) (23)

ot

where iy, i; and i, are the gate, drain and source con-
duction currents, respectively, q,, g, and g, stand for the
total charges, respectively on the gate, drain and source
electrodes, and ¢ is the parameter vector including gate
length, gate width, channel thickness, doping density, etc.
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gate i

source
Fig. 4. Equivalent circuit for the intrinsic model.

Equations (21)-(23) can be represented by the equivalent
circuit shown in Fig. 4.

igcs igc and i, of (21)-(23) are calculated by integrating
the current density J in (2) over the corresponding areas
in the planes y = 0, x = L and x = 0, respectively, (see
Fig. 1). For example, the drain conduction current i . can
be written in integral form as [148]

a

lge = SJ' ds = —qW So (n(EL, ) n(L, »

" E (L, y) + DV.n(L,y) dy @4

where E, and V.n are the x components of E and Vn,
respectively, and W is the gate width.

The partial derivatives of the total charges q,, g, and g,
w.r.t. time ¢ represent the displacement currents through
the corresponding electrodes. Again, q,, g4, and g, can be
written in integral form [148], for instance,

L

q, = W S E,(x, 0) dx 25
0

where E| is the y component of E.

Since E(x, y) and n(x, y) depend on the voltages vy,
vy and vy, the conduction currents and the total charges
are nonlinear functions of v, v,; and v,. Under normal
working conditions, the gate is reversed biased and the
gate conduction current i, can be neglected. (The gate
forward biasing and drain breakdown conditions may be
included by introducing diodes into the model [148].) Un-
der this assumption, the drain and source conduction cur-
rents are equal at dc. In [142]-[144], the solution of v, is
obtained iteratively by forcing the difference between the
drain and source conduction currents to be sufficiently
small. In Section ITI, we discuss HB simulation where the
nonlinear HB equations need to be solved iteratively. In
order to avoid a double iteration loop and make the PBM
computationally more efficient, we combine solving for
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Fig. 5. Comparison of our approach with that of Khatibzadeh’s on dc char-
acteristics: (——) our results and (°) Khatibzadeh’s results [148].

v, with the HB iterations while satisfying the boundary
conditions.

Using the MESFET physical parameters given in [148]
we compare dc simulation results of the PBM described
in this section to those of Khatibzadeh, as shown in Fig.
5. Slight discrepancies can be attributed to our modifica-
tions w.r.t. the original model of [144].

E. Performance Prediction and Parameter Extraction

A significant advantage of the PBMs over the ECMs
is that directly from the physical parameter values PBM
simulation can predict device performance, or even the
performance of the overall circuit embedding the device.
This could be done before the device is manufactured and
for any range of working conditions. Obviously, validity
of this approach strongly depends on model accuracy. We
believe that the predictive potential of PBMs should and
will provide device and circuit engineers with the oppor-
tunity to extend and improve their design capabilities.

Parameter extraction, indispensable for ECMs [5]-[71,
[149], [150], may also prove useful for PBMs. Firstly, as
was already mentioned in Section II-A, we use parameter
extraction to determine the extrinsic device parameters.
Secondly, the intrinsic physical parameters, even if they
are known or measured, can be fine tuned, for example,
to account for measurement errors. It should be noted that,
unlike ECMs, it is relatively easy to estimate a good start-
ing point for parameter extraction of PBMs, since the
model parameters are physically meaningful and tangible.
Another significant application of PBM parameter extrac-
tion is for statistical modeling at the device physical and
geometrical level, in which a number of devices must be
characterized from measurements. This is further dis-
cussed in Section IV.

To illustrate PBM parameter extraction of a FET we
consider the extrinsic and intrinsic model shown in Fig.
6. The intrinsic parameters are defined in Table I.
S-parameter measurements [151] in the frequency range 1
GHz to 21 GHz at 3 bias points (gate bias OV, —0.84 V,
—1.54 V and drain bias 5 V) are processed simultane-
ously. The v — E curve obtained by fitting (11) to the
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Fig. 6. Circuit topology for parameter extraction showing the intrinsic FET
and its associated extrinsic elements.

TABLE 1
MESFET INTRINSIC PARAMETERS

Parameter Notation Unit

Gate Length L pm
Gate Width w um
a
N,

Channel Thickness um
Doping Density 1/m?
Critical Electric Field E. V/m
Saturation Velocity U, m/s
Relative Permittivity €, —
Built-in Potential Vi v
Low-Field Mobility o m?/Vs
High-Field Diffusion Coefficient D, m?/s

experimental data [146], [147] is used here since no v —
E measurements for this particular device are available.
Parameter extraction was carried out using the ¢, opti-
mizer [152] of HarPE [128]. Measured values of gate
length L, gate width W and doping density N, were as-
signed as the starting values. The optimization was per-
formed in two stages. First, the extrinsic parasitic param-
eters were optimized while the intrinsic physical
parameters were kept fixed. In the second stage both the
intrinsic and extrinsic parameters were optimized starting
from the result of the first stage. The entire parameter ex-
traction process took approximately 5 CPU minutes and
30 iterations on a Sun SPARCstation 1. Optimizable ex-
trinsic and intrinsic parameters before and after optimi-

zation are listed in Table II. The measured [151] and sim-

ulated S parameters at the three bias points are shown in
Fig. 7.

Finally, it should be pointed out that extracting param-
eter values by simultaneously optimizing a large number
of parameters may lead to non-unique results. Some pa-
rameter values may become non-physical due to factors
such as model simplifications, insufficient measurements
or measurement errors. Therefore, model tuning, keeping
the parameters within their physical limits, or parameter
control, may be necessary. Based on practical knowledge
of the device, these concepts can be accommodated in pa-
rameter extraction by applying constraints to the param-
eters being optimized.
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TABLE II
EXTRACTED PARAMETERS FOR THE KHATIBZADEH AND TREW MODEL
Before After Plessey

Parameter Optimization Optimization Data [151]
L (um) 0.551 0.571 0.551
W (um) 300.0 301.6 300.0
N, (1/m% 2.235 x 102 2.093 x 107 2.235 x 105
a (pm) 0.200 0.167 —
V,: (V) 0.700 0.672 —
R, (D 2.200 2.302 —
R, () 3.500 3.524 —
R, () 2.500 2.704 —
L, (nH) 0.050 0.028 —
L, (nH) 0.050 0.010 —
L, (nH) 0.080 0.036 —
C,. (pF) 0.100 0.123 —
C,. (pF) 0.050 0.055 —
Gy (1/9) 0.003 0.003 —

Other parameters are fixed as
E, = 1.173 X 10° V/m v, = 1.023 x 10° m/s
Dy = 0.001 m?/s e =129

= 10 pF

i

O
[

40 012 0.00 0.12

0 &
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o
-10 00 10 30 0.0 30 0.4 0.00 0.14

®
90

60
30
0
0.00 016

Fig. 7. Comparison of measured (°) and calculated (——) § parameters at
3 bias points for parameter extraction. (a) Gate bias 0 V. (b) Gate bias
—0.84 V. (c) Gate bias —1.54 V. Drain bias is 5 V.

III. HArRMONIC BALANCE NONLINEAR CIRCUIT
ANALYSIS
The responses of a nonlinear circuit can be determined
by solving a set of nonlinear state equations

fG, x,u,)=0 (26)
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where x = [x; x, * - x,]7 is the vector of state vari-
ables, typically certain voltages and/or currents, and u =
fu, uw, + - u,]" is the excitation vector. (26) can be
solved in the time domain, the frequency domain, or a
mixed frequency/time domain using respective methods.

In this section, we discuss nonlinear steady-state circuit
analysis with PBMs of FETs using the mixed frequency/
time-domain HB method.

A. Formulation of the Harmonic Balance Equations

The circuit nodal equations in the time domain can be
written as [50]

f®,n =i@@w@) + g;q(v(t))

+ S_ }’(t - T) v(T) dr + iss(t) =0

@n

where ¢ is time, » is the vector of node voltage wave-
forms, i is the vector of the currents entering the nodes
from nonlinear resistors or nonlinear voltage controlled
current sources, ¢ is the vector of the charges entering the
nodes from nonlinear capacitors, y is the matrix-valued
impulse response of linear components, and i, is the vec-
tor of independent current source waveforms.

To use the HB technique, (27) is Fourier transformed
into the frequency domain [50] as

F(V)=IV) +jQO(V) + YV + I, =0 (28)

where V, L, I and Q are the vectors that contain the Four-
ier coeflicients of the respective time-domain waveforms
at each node and all harmonics, and Y is the nodal ad-
mittance matrix for the linear elements.  is the angular
frequency matrix, as defined in [50].

In order to reduce the number of equations the circuit
can be divided into a linear subcircuit, a nonlinear sub-
circuit and an excitation subcircuit, as shown in Fig. 8.
Then, the quantities in (28) can be limited to the connec-
tion nodes with Y being the equivalent admittance matrix
for the linear subcircuit. Further reduction can be achieved
by replacing the linear and the excitation subcircuits by
their Norton equivalent at the nonlinear ports. The state
variables are then limited to the nonlinear port voltages,
and I, and Y represent the Norton equivalent.

To use the Newton method to solve the complex HB
equations, (28) is reorganized into the following real
equation form by splitting the real and imaginary parts of
the complex quantities

FV)=1IV) + QQV) + YV+1I,=0 (29

where a bar stands for real quantities resulting from their
complex counterparts. For example,

_ [Real %) } _ [Real (F) }
V = , F =
Imag (V) Imag (F)
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excitation
subcircuit subcircuit subcircuit

Fig. 8. Partition of a circuit for harmonic balance simulation.

and Q is a frequency matrix which can be written as

prmss —

—-Q(0)
—Q(wy)

—Q(wg)

=]
I

Q(0)
Q(wy)

Q(wy)

(30)

where Q(w;) is a diagonal matrix whose diagonal ele-
ments are w;’s. H is the number of harmonics used in the
simulation.

It should be noted that the size of the system of equa-
tions (28) is directly proportional to the number of har-
monics H. It is known that the trigonometric Fourier se-
ries exhibits slow convergence. Therefore, truncating the
number of harmonic components, needed for efficiency or
even feasibility, may strongly affect accuracy and con-
vergence of the HB method, especially for high nonlin-
earities or excitations with many spectral components.

B. Integration of Physics-Based Model with HB
Equations

We now turn to the problem of efficient integration of
the MESFET PBM described in Section II into the HB
equations (29). The model is solved in the time domain
for the gate, drain and source currents at given intrinsic
voltages. In order to do that, however, one must first de-
termine the value of the intermediate parameter v, in (16).
In the original approach [142]-[144], the *‘pseudo-static”’
dc condition iy, = —i;, was used to solve for v;. This
condition is valid at dc only when the displacement cur-
rents of (21)-(23) assume zero values. For instantaneous
currents under ac excitations both terms in (21)—(23) must
be considered. Solving first for v; would require an ad-
ditional iteration loop within the HB Newton iteration.

To avoid such a double iteration loop, our implemen-
tation treats v; of (16b) as an additional state variable,

~ although it has no circuit interpretation. v, is directly in-
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tegrated into the HB equations and allowed to vary w.r.t.
time, RF input levels, and operating frequencies [8], while
satisfying the boundary conditions (16). Including v, in
the state variable vector requires augmenting (28) by the
KCL equation for the pseudo-node ‘‘Z’’, as indicated in
Fig. 4. This procedure is applied to all FETs in the cir-
cuit. For example, for a single FET circuit the state vector
can be defined as

v(o, 1) = [1(, 1) v, (D, D) vy (9, DI

The nonlinear current and charge vectors of (27) can be
expressed as

€20

[ (0, (8, D, )
idc(¢: v(¢a t)7 t)
| i (8, 0@, 1), D)

(¢, v(d,0,1)=A (32)

and

[ 4,6, v, . 1)
Qd(¢a v(d)’ t)9 t)
| 4:(¢, v(9, D), 1)

where A and B are simple incidence matrices containing
0’s, 1’s, and/or —1’s needed to express the terminal cur-
rents and charges in terms of quantities used in (21)-(23).
For an arbitrary value of v| (21)-(23) may not satisfy the
current continuity condition

q(p, v(¢, 0,1 =B (33)

i, (1) + i, + i,(®) = 0. (34)
However, if we augment the HB equations
F(p, V(¢) = 1@, V(¢) + 20, V(9))
+YV(g) + I, =0 (35)

with the admittance matrix Y modified to include the
pseudo-node *‘Z”’, which is isolated from the linear part
of the circuit, the solution of (35) ensures current conti-
nuity for all harmonics, i.e.,

IL+1L,+1 =0 (36)

This ensutes the current continuity condition (34) in the
time domain. Therefore, our formulation is valid not only
for dc but also for small- and large-signal RF operations,
and it does not require a double iteration loop.

C. Notes on Solving the HB Equations

The Newton update for solving the HB equations can
be written as

Voewl®) = Vos(d) — [T (@, Vo)) ' F(o, Voa($))
(37)

where J(¢, V(¢)) is the Jacobian matrix used in the al-
gorithm. From (35) (or (29)), we see that the Jacobian has
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the form
— T
= [ar7, V(qs))}
J@, V@) = [—————m .
— . T
_1607, VOO | | <

Note that in solving the HB equations, ¢ is constant and
V(¢) is variable. Following [50], in order to calculate the
entries of J(¢, V(¢)), we must first obtain the time-do-
main derivatives of i and ¢ w.r.t. v. The time-domain
derivatives of i and ¢ w.r.t. v are evaluated by differen-
tiating the corresponding terms of (21)-(23) w.r.t. ».
After the derivatives of { and ¢ w.r.t. v are obtained, the
entries of the Jacobian matrix J can be evaluated by the
Fourier transform.

Since v, is considered as a state variable, the entries of
J (¢, V(¢)) include the derivatives of T and Qw.rt V.
For instance, if I,.(¢, V(¢), w;) denotes the split real and
imaginary parts of the kth harmonic component of the
drain conduction current and V,(¢, wy) represents the split
real and imaginaty parts of the /th harmonic component
of variable v, then

01il¢, V(9), @)
3V1(¢, wp)
~ [Gﬁ,«ok_l) + GF(weer) Ghwenr) — GL.«ok_,)T
Gl(wi-1) + Glwir) GR(wi—r) — Gh(wrsr)

(39)
where
GE () & Tio SOTO ___&dcgj;(:’@;), D cos @ity dt (40a)
and
Golwy) & —Tio SOTO W sin (w;f) dt  (40b)

and w; is the ith harmonic frequency. Ty is the fundamen-
tal period. The time-domain derivative in (40) is evalu-
ated by differentiating (24) w.r.t. v,

dige S du E on
oo, =~ " Y \op o, "Bt g, E

+pun— + D —"=
K v, v,

OE B(Vxn)>
x=L

(4D)

Equation (41) involves additional integrations, so in our
actual implementation the perturbation technique is used
instead.

In Section IV we discuss further utilization of the Ja-
cobian matrix J at the solution of the HB equations: it can
be reused in adjoint analysis for optimization.
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1V. GRADIENT-BASED OPTIMIZATION

Circuit design optimization with ECMs has been ex-
tensively studied and is available in some commercial
software packages. Such optimization adjusts passive
components to achieve desired circuit performance or
yield with fixed active devices. Little work has been de-
voted so far to design optimization with PBMs. This sec-
tion addresses several aspects of physics-based circuit de-
sign using gradient optimization and HB simulation,

A. Sensitivity Analysis

To facilitate efficient gradient-based optimization for
circuit design we need to provide the optimizer with the
gradient, i.e., the partial derivatives of circuit responses
w.r.t. design variables. This is commonly referred to as
sensitivity analysis. The most popular method of sensitiv-
ity analysis is the conventional Perturbation Approximate
Sensitivity Technique (PAST). In this method, the first-
order derivative of f(¢) w.r.t. ¢; is estimated by

of @) _f¢ + Adu) — f($)
09; Ag;
where A¢;u; denotes the perturbation of the ith variable,
A¢g; is the perturbation size and =, is a unit vector which
has 1 in the ith position and zeros elsewhere. This method
is straightforward and easy to implement. However, it
may not be accurate enough and the computational effort
involved, especially for large-scale problems, may be
prohibitive.
Bandler, Chen, Daijavad and Madsen [153] proposed
an Integrated Gradient Approximation Technique (IGAT)
which utilizes the Broyden update [154]

Vf (¢new) = Vf (¢old)

@) = f(Goin) = U (Ba))'AS
A"

(42)

¢
(43)

and the special iteration of Powell [155]. Perturbations
with (42) are used to obtain an initial approximation as
well as regular corrections. ¢4 and ¢, are two different
points and A¢ = ¢, — Pog. IGAT is robust and has
been applied to both microwave performance-driven de-
sign [153] and yield optimization [63].

Efficient and accurate sensitivity analysis for HB can
be achieved by the Exact Adjoint Sensitivity Technique
(EAST) developed by Bandler, Zhang and Biernacki
[156], which is a generalization of the linear adjoint sen-
sitivity analysis technique. For example; the sensitivity
of an output voltage ¥V, w.r.t. a parameter ¢; of a non-
linear element at branch b can be expressed by

- § Real [V, (k) GF(0)]
OV gt _ if ¢; € nonlinear current sources
op;, . (44)
%) -3 mag 7,00 G0

if ¢, € nonlinear capacitors
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where the complex quantity V, (k) is the voltage of branch
b at harmonic k and is obtained from the adjoint network.
G, (k) denotes the sensitivity expression of the element
containing variable ¢; [156]. * stands for the conjugate of
a complex number. This technique exhibits high accuracy
and computational efficiency but suffers from implemen-
tation complexity.

To combine the efficiency of EAST and. simplicity of
PAST, Bandler et al. proposed the Feasible Adjoint Sen-
sitivity Technique (FAST) [157]. It features high speed
gradient computation as well as ease in implementation.
It is particularly suitable for general purpose CAD pro-
grams. We choose FAST here for incorporating PBMs
into efficient gradient-based optimization.

B. Integration of FAST with Physics-Based Models
-. Consider a vector of circuit responses

R($) = Q(s, V(¢)) CN))

which may include output voltages, currents, powers,
power gains, etc. Let S be a set of design specifications.
Then the objective function for a design problem can be
expressed as

U@) = UR@), S). (46)

The corresponding design optimization problem is to

minimize U(¢). 47
]
In order to use a gradient-based optimizer to solve (47),
the derivatives of U w.r.t. each variable ¢, in ¢ need to
be calculated. Let ¢, be a generic design variable such as
a device dimension or doping density. The sensitivity of
U w.r.t. ¢; can be obtained by differentiating (46) w.r.t.
d’i : ]
T

aU | oR

U _ [ ] 48)

a; | aR| 39;

dU /3R depends on the form of the objective function.
OR /3¢, can be derived from (45) as

IR@) _ IR, V@) , [amT(qs, T’(cb))TaV(@
99, do; V() 39,

(49)

where d® /d¢; and IR”/3V may be calculated analyti-
cally or by perturbation. The FAST technique is applied
to calculate 4V/3¢;. _

Assume that the solution of the HB equation is V =
T/sols i.e.,

F(d’y T]sol) = 0. (50)
The FAST technique approximates the gradient by
g V@D _5rF@+ Adu V)

0¢; Ag;

where € is a vector containing 1’s and 0’s used to select
the real or imaginary part of an output voltage of interest.
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is obtained by solving the adjoint system
@, VeDlI'V =&

where J (¢, V(¢)) is the Jacobian matrix, as defined by
(38), at the solution of the HB equations. In an efficient
implementation, it can be available in the form of LU fac-
tors.

As an example, consider the sensitivity of an output
voltage w.r.t. the gate width W of a FET, i.e.,
EAT(BT/(cb) /3W). We need to obtain the adjoint solution

V and evaluate the HB residual function F(W + AW, V).

By reusing the Jacobian matrix available at the HB solu-

tion, the adjoint system can be solved with relatively little

additional effort. The HB residual functlon is evaluated
from (34) as

FW + AW, V) = I(W + AW, V)
+ QOW + AW, V)

+ YV + L. (53)
Note that V,,, is constant at this stage, so no iterations are

" necessary. For instance, i,, needed to evaluate the first
term in the r.h.s. of (53), can be calculated by replacing
Wby W + AW in (24), where E and n are determined
from v, the inverse Fourier transform of V.. The re-
sulting i, is then transformed to the frequency domain
and used in (53). This provides a high speed yet simple
gradient evaluation procedure for gradient optimizers.

C. Algorithm for Optimization
Step 1: Initialization for Optimization.

Step 1.1: Input the circuit topology, design speciﬁca—-

tions, matching circuit elements and device physical pa-
rameters.

Step 1.2: Initialize the des1gn variable vector ¢. As-
sign values to all parameters in the circuit including the
physical parameters and parasitic parameters of the FETs.

Step 2: Time Domain Simulation.

Step 2.1: Initialize V().

Step 2.2: Convert V(@) to v (@, 1), i.e., vy, v, and vy,
using the inverse Fourier transform. Calculate the gate,
drain and source conduction currents i (¢, v (¢, 1), ) and
gate, drain and source total charges q (¢, v (¢, 1), ?).

Step 3: Frequency Domain Simulation.

Step 3.1: Use the forward Fourier transform to obtain
I(¢, V($)) and O(¢, V(¢)) from l(¢, v(¢,; 1), 1) and
q@, v($, 1), 1.

Step 3.2: Solve the HB equations using the Newton
update (37). Note that at this stage ¢ is constant and
V(¢) is variable. If V(¢) is the solution of the HB equa-
tions F(¢, T/(qﬁ)) = 0, then go to Step 4. Otherwise, up-
date V(¢) and go to Step 2.2.

Step 4: Optimization of Parameter ¢.

Step 4.1: If ¢ is optimal, stop.

Step 4.2: Solve the adjoint system (52) using the Ja-
cobian matrix at the solution of the HB equations. Calcu-

52

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 40, NO. 7, JULY 1992

design matching
y specifications circuit elements
[ 1] ¢ [] []

device circuit
o i

initiali
design varisbles ¢
>

k

inverse

FPourier transform

time~domain simulation
calculate the conduction current i and
accumulation charge ¢ of the devices

forward
Fourier transform update V(¢)

fr di

P
ULy

evaluate F(¢, V(¢))

Fig. 9. FIowchart for design optimization of nonlinear FET 01rcu1ts using
HB.

late dV(¢)/d¢; using (51). Evaluate dR(¢)/d¢; using
(49) and then dU(¢)/d¢; using (48), for i = 1, 2,
, i, where n is the number of optimizable parame-
ters.
Step 4.3: Update ¢ according to the optimization al-
gorithm. Go to Step 2.
This algorithm is illustrated by the flowchart in Fig. 9.

V. STATISTICAL MODELING

Statistical variations of device parameters in the man-
ufacturing process cause performance deviations. The ul-
timate purpose of statistical modeling is to characterize
devices for accurate yield analysis and optimization. In
this section we address statistical modeling of FETs with
PBMs.

A. Parameter Extraction and Statistical Estimation

Our approach to statistical modeling is based on param-
eter extraction and statistical estimation through postpro-
cessing. It requires measurements taken on a large sample
of devices, which may include dc, small-signal and large-
signal data. For each device, the model parameters are
extracted from the corresponding measurements, result-
ing in a sample of models. This sample of models is post-
processed to estimate the statistics of the model parame-
ters, including the mean values, standard deviations,
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correlation matrix, etc. Efficient, consistent and reliable
parameter extraction is essential for this approach.

Suppose we have K sets of measurement data, each
containing m measured responses

=[8} 8% -+ S, (54)
corresponding to the ith device, i = 1, 2, , K, where
K is the to§a1 number of devices measured. Let

¢ =161 ¢ - Al (55)
denote the model parameters of the ith device and
R(¢) = [R($) Ry(¢') -+ R,(¢D]"  (56)

be the model responses corresponding to the measure-
ments §'. The parameter extraction problem can be for-
mulated as

1<p (57)

min 2 wi|R;(¢)) — SiI?
¢ J=1

where w} is a weighting factor and p = 1 or p = 2 leads
to f; or b, (least squares) optimization, respectively. Op-
timization is performed for each device measured, i.e.,

fori=1,2,---,K.
Often, a multidimensional normal distribution is as-
sumed for the model parameters. It is fully described by
. the mean values, standard deviations and pair-wise cor-
relation coefficients estimated from the sample of models.
In cases where the sample distribution appears substan-
tially different from normal, we utilize the marginal dis-
crete density function (DDF) approach [84]. A discretized
joint probability density function has also been proposed

[74], [158].

B. Statistical ECMs

Statistical models can be considered at the device re-
sponse level, the equivalent circuit model level (statistical
ECMs) and the physical parameter level (statlstlcal
PBMs), as shown in Fig. 10.

ECM statistical modeling attempts to characterize the
distribution of the equivalent circuit parameters such as
inductances and capacitances [73], [84]. The main advan-
tage of this approach is that many ECMs are available in
microwave CAD software and ECM simulation is usually
efficient. However, it is difficult or even impossible to
relate the statistical distributions of ECM parameters to
those of the device physical parameters. Statistical vari-
ations in a single physical parameter may affect many
ECM parameters, and at the same time each ECM param-
eter may be affected by many physical parameters. Con-
sequently, the equivalent circnit model parameters are
correlated and such correlations are difficult to estimate.
Furthermore, this nonlinear mapping may result in com-
plicated and non-Gaussian distributions.

In a recent paper by Bandler ez al. [86], statistical mod-
eling of GaAs MESFETs using the Materka ECM [3] was
investigated. Even though for individual device models
the fit of the ECM responses to the measurements is ex-
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Fig. 10. Different levels of statistical modeling.

cellent, the statistical model based on the extracted ECM
sample fails to satisfactorily reproduce the original mea-
surement statistics.

C. Statistical PBMs

Statistical PBMs characterize the distributions of de-
vice physical parameters [86]. With PBMs it is easier to
identify the parameters that are subject to significant sta-
tistical variations and the parameters which are correlated
(e.g., geometrical dimensions). The statistics of some
physical parameters may even be directly available from
measurements. At this level, the typical assumption of
normal distribution is often justified. Unlike ECMs, by
attempting to characterize statistical behavior of the pa-
rameters that are actually subject to random variations in
the real world, PBM statistical modeling is closer to real-
ity and we believe it is more accurate and reliable. An
obvious disadvantage of PBMs is that simulation may be
more time consuming.

As an example, we use the Ladbrooke model [159] and
the Khatibzadeh and Trew model [144] to illustrate PBM
statistical modeling.

The Ladbrooke model uses a small-signal equivalent
circuit whose component values are derived from the
physical parameters and the bias conditions. The equiva-
lent circuit of the Ladbrooke model is shown in Fig. 11.
8m> T> 0> Cess Coar Ris Ryy Ry, and Ly are functions of the
physical parameters and bias conditions, for example
[159],

w
on = (58)
2e¢W
Cot = :ﬁ (59
L
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L, drain

source

Fig. 11. Topology for the Ladbrooke GaAs MESFET small-signal model
where I, = g, V, exp (—jwr).

(60)

where ¢ is the permittivity of GaAs, v, the saturation elec-
tron drift velocity, W the gate width, L the gate length, uo
the permeability of free space, m the number of gate fin-
gers, and L, is introduced to include the inductances from
gate bond wires and pads. d is the equivalent depletion
depth which is determined as

VBO - VG’S'

d= |2
N,

(61)

and X is the voltage dependent space-charge layer exten-
sion calculated as

2e
gN; (Vo —

where Vp is the zero-bias barrier potential, N, the doping
density, and a; is a proportionality coefficient. In our im-
plementation the drain output resistor ry is approximated
by [86]

X = ay(Vpe + VBO)\/ (62)

Vers)

(63)

ro = rgVps (res — Vo) + re

where ry, rgp and ryy are fitting parameters, Vg, Vpior
and Vs are the intrinsic gate-to-source, drain-to-gate and
drain-to-source dc operating voltages, respectively (see
Fig. 11). R, Ly, Ly, G, and Cy, are assumed to be linear
elements. The value of the gate width W is known and we

keep it as a constant. The model parameters to be ex-
tracted are

{L, a, N;, vs, Vo, a0, To1» To2s Y035 LgOa
Rg7 Ld, Ls’ Gdsa Cds}

where a is the channel thickness.

The parameters of the Khatibzadeh and Trew model are
listed in Table I.

Statistical modeling was performed on a sample of
GaAs MESFET measurements provided by Plessey Re-
search Caswell [151]. 69 individual devices (data sets)
from two wafers were used. Each device represents a four
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finger 0.5 um gate length GaAs MESFET with equal fin-
ger width of 75 um. Each data set contains small-signal
S parameters measured under three different bias condi-
tions and at frequencies from 1 GHz to 21 GHz with a
0.4 GHz step. The dc drain bias current is also included
in the measurements.

HarPE [128] was used to carry out statistical modeling.
Parameter extraction was performed first for each individ-
ual device by matching simultaneously the dc and small-
signal S-parameter responses to the corresponding mea-
surements [6]. Then, the resulting sample of 69 models
was postprocessed to obtain the mean values of the pa-
rameters. In order to improve consistency of the param-
eter extraction process, individual device models were ex-
tracted again using those mean values as the initial starting
point. The new resulting sample of models was then post-
processed to obtain the parameter statistics, including the
mean values, standard deviations, discrete distribution
functions (DDF) [84], as well as the correlation matrix.

The parameter mean values.and standard deviations for
the Ladbrooke model and for the Khatibzadeh and Trew
model are listed in Table III. The histograms of the FET
gate length L and doping density N, for both models are
shown in Figs. 12 and 13. Table III indicates that there
exist significant discrepancies in some common parame-
ters in the two models. For example, the standard devia-
tions of the parameters of the Khatibzadeh and Trew
model are noticeably smaller than those of the Ladbrooke
model. Although slight differences may exist because of
different approximations and structures adopted by the two
models these results are not satisfactory and further in-
vestigation is under way [160].

The two statistical models were examined using Monte
Carlo simulations. The statistical S-parameter responses
generated by the models were compared with the mea-
surements. The comparison was made at the bias point
Vs = 0V and Vpg = 5V and at the frequency 11 GHz.
Monte Carlo simulation was performed with 400 out-
comes from the mean values, standard deviations, corre-
lations and DDFs of the model parameters. The mean
values and standard deviations of the measured and the
simulated S parameters from the Ladbrooke model and
from the Khatibzadeh and Trew model are listed in Table
IV. The histograms of one S parameter are plotted in Fig.
14.

The match of the standard deviations of the measured
S parameters and of those simulated by the Ladbrooke
model is quite good, as shown in Table IV. The mean
values from the Ladbrooke model do not fit the measure-
ments well, which may indicate that the model is not flex-
ible enough. The mean value match by the Khatibzadeh
and Trew model is better than that by the Ladbrooke
model. However, the standard deviations of the S param-
eters from the Khatibzadeh and Trew model are smaller
than those from the measurements except for |S;;|. This
is consistent with the observation that the standard devia-
tions in the Khatibzadeh and Trew model are very small
(see Table III).
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TABLE III
STATISTICAL PARAMETERS FOR THE LADBROOKE AND THE KHATIBZADEH AND TREW MODELS

Ladbrooke Model

Deviation .( %)

Khatibzadeh and Trew Model

Parameter Mean Parameter Mean Deviation (%)
L (um) 0.559 2.93 L (um) 0.5496 1.29
a (um) 0.1059 3.64 a (um) 0.1310 1.38
N, (1/m?) 3.140 x 10% 1.71 N, (1/m% 2.219 x 10® 0.98
v, (m/s) 7.608 x 10* 3.48 W (um) 295.24 1.48
Vgo (V) 0.6785 4.94 Vi (V) 0.699 1.62
ag 1.031 7.03 o (m?/Vs) 0.3932 1.16
o1 (Q/Vz) 1.090 x 1072 0.44 E.(V/m) 3.255 x 10° 1.38
rea () 628.2 6.86 R, (@) 4.001 0.06
ros (V) ‘13.99 0.44 R, () 1.697 0.17
R, () 3.392 4.99 R, () 3.500 0.12
Lgo (nH) 2.414 x 1072 20.7 L, (nH) 2.94 X 102 0.13
L, nH) 6.117 X 1072 18.6 L, (nH) 8.0 X 1072, 0.06
L, (nH) 2.209 x 1072 10.6 L, (nH) 3.9 x 1072 0.85
G, 1/ 2.163 x 1072 2.72 Gy (1/D) 3.6 x 1073 0.61
C; (pF) 5.429 X 1072 2.71 Cy. (PF) 5.27 X 1072 0.78
C,. (pF) 0.1504 1.89
12 Mean = 6.5559 30 Moan = 3.14
Sigaa = 2.93% Signa = 1.712
10 25 T
3 ] g
Q-l p—(
g 8 ] g‘m
5 6 B 15
g 4 'g 10
a &
2 5
sis6 osm17  oses  osm 051 03841 § o1 3,065 3138 T TTRREY TR
gate length L (um) doping density N; (x10%/m?)
(a) (@ :
24 —— Mean = 05436 s — Mean = 2,219
21 Signa = 1.297 ] Signa = 0.978%
81 | 8%
2, o
g 15 a 15
5 1 s
:g 0 _g 10
a 6 a s
3
. | ]
8.5 179 0.531 05441 0.5572 0.5703 0.5834 2,032 2.105 2.178 2252 2325 2.398
gate length L (um) doping density N, (x10%/m?)
(b) (b)

Fig. 12. Histograms of gate lengih L. (a) The Ladbrooke model. (b) The
Khatibzadeh and Trew model.

VI. YieLp OprimizaTION oF MMICs

Random variations in the manufacturing process may
lead to some circuits failing to meet design specifications.
Yield optimization, which takes into account the manu-
facturing tolerances, model uncertainties, variations of
process parameters, environmental uncertainties, etc.,
has become an important design tool to reduce the cost of
manufacturing.

Fig. 13. Histograms of doping density N,. (a) The Ladbrooke model. (b)
The Khatibzadeh and Trew model.

In this section, we present yield optimization of
MMICs with PBMs. As design variables we directly
consider physical parameters for both active devices and
passive components. The parameters may include, for ex-
ample, FET gate length, gate width, doping density, the
number of turns of spiral inductors, geometrical dimen-
sions of metal-insulator-metal (MIM) capacitors, etc. Sta-
tistical PBMs are employed to generate random circuit
outcomes for simulation. The cfficient FAST sensitivity
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TABLE IV
MEAN VALUES AND STANDARD DEVIATIONS OF MEASURED AND SIMULATED § PARAMETERS AT 11 GHz
Measured
S Parameters
[151] Simulated S Parameters
Ladbrooke Khatibzadeh
Model and Trew Model
Deviation Deviation Mean Deviation
Mean (%) Mean (%) (%)
|Sy4d 0.773 .988 7856 764 .8085 0.32
281 -114.3 1.36 —-119.3 1.10 —-116.2 0.69
[Sa1] 1.919 .802 1.679 1.34 1.834 1.22
28y 93.35 .856 94.06 .835 91.69 0.33
|Sez| 0765 3.77 07542 3.68 .0785 2.07
£ 8, 34.00 2.51 31.98 2.33 31.61 0.94
|S221 0.5957 1.48 .5838 1.54 .5446 1.11
2.8y —38.69 2.10 ~36.86 1.42 —40.64 0.98
24 Mean = 1.919 7 Meon = 1,679
21 Signa = 0.802% 4 T Signa = L.34%
P — g% e
- S a8
§ 15 ] g
40
| R ®
32
8, 8
: i
& ¢ g 16
3 8
1.809 1.836 1.864 1.891 1919 1.946 Y612 164 1.667 1.695 1722 1.749
|S21t 1SZII
(@) (b)
90 Wean = 1.834
£0 ] Signa = 1,222
g -
§‘ 6
50
4
§ o [ ]
g k]
o 2
10
?.747 1.774 1.802 1.829 1.857 1.884
| Sl
©

Fig. 14. Histograms of |S,,] at Vgg = 0V and Vpg = 5V and at 11 GHz

from: (a) measurements. (b) the Ladbrooke model, (c) the Khatibzadeh and !
Trew model.

technique is utilized to permit high speed gradient-based

Let the parameters of a nominal circuit be ¢°. The man-
yield optimization.

ufactured outcomes ¢', i = 1, 2, , N, are spread
around ¢° according to the statistical distributions of the
parameters and can be represented by

¢ = ¢° + A¢. (65)

A. Formulation of Yield Optimization Problem
Assume that there are Ny, failed circuits out of a total
of N outcomes. The production yield is simply defined as For the ith outcome and the jth design specification S, j

Nt =1,2, -, m, the error is defined as
- =, 64
N 9 e;(¢') = R (d') — S,

r=1 (662)
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if §, is an upper specification, or as
(@) = § — Ri(¢)

if §; is a lower specification.

During yield optimization, which takes place at the de-
sign stage, the outcomes ¢' cannot be the manufactured
ones. Instead, they are generated from the statistical
models, and the yield optimization problem is defined for
those simulated random outcomes. Let all the errors for
the ith outcome be assembled into the vector

e(d) = [e)(d) ex@) - - en(@)]".

If all the entries of e(¢') are nonpositive, the outcome ¢’
is acceptable, i.e., it meets all the specifications. From
(67) we create the generalized £, function v(¢') as

(66b)

(67)

1/p
<4 2 [e,-(¢")]"> ifJ(¢) # &
, jelJ (@)
v(@') = . 1
—<]§ [~e,-(¢>")]"’> if J(¢') = &
‘ (68)
where
F(@') = {jle¢’) = 0}. (69)

The one-sided £; objective function for yield optimiza-
tion [72] can be formulated as

U@°) = ZI o v(9) (70)
where
I = {ilv(¢") > 0} (amn

and «, are positive multipliers. If we chose o; as [72]
_ 1
2C]

the value of the function U(¢°) would be equal to Npy
and the yield would be

(72)

o

U@$®)
o

Y% =1 - (73)
Hence, the relation between yield and the error functions

is established, so maximization of yield can be converted
to minimization of U(¢°), i.e.,

minimize U@°). (74)
&

In our implementation the «; are assigned according to
(72) only at the starting point and then they are kept fixed
during optimization. As a consequence, U @%) is no
longer equal to Np; when optimization proceeds, but it
provides a continuous approximation to Ng; [72]. A con-
tinuous ‘‘yield probability function’’ has been recently
proposed in [161] to be used in place of (70).
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B. Physics-Based Models for MMIC Passive
Components

We use the PBM described in Section II to model GaAs
MESFETs. Passive components are modeled through their
equivalent circuits and the corresponding n-port-Y mat-
rices. The values of the equivalent circuit elements are
derived from material and geometrical parameters. Since
the MMICs are manufactured on a common semi-insulat-
ing substrate these equivalent models are grounded, e.g.,
a ‘‘two terminal component’’ is represented by a two-port.
From these equivalent circuits we calculate the corre-
sponding Y matrices. In general,

I=Y@®V (75)

where ¢ stands for physical parameters, and I and V are
port current and voltage vectors.

For MIM capacitors ¢ includes. the geometrical dimen-
sions of the metal plate, the permittivity and the thickness
of the dielectric film. For spiral inductors, ¢ includes the
substrate height, the conductor width and spacing, and the
number of turns. The configurations and schematics of
spiral inductors, MIM capacitors and planar resistors are
shown in Fig. 15. For instance, the value of capacitance
C in the equivalent circuit for an MIM capacitor can be
evaluated by [162]

_ 10—36rd wl

= 76
c 367d (76)

where C is in pF, ¢,; is the relative permittivity of the
dielectric film, w and [ are the width and length of the
metal plate in um, respectively, and d is the thickness of
the dielectric film in um.

In this way all the passive components, as well as ac-
tive devices (with the exception of .the extrinsic para-
sitics), can be simulated and optimized in terms of phys-
ical parameters.

C. Quadratic Approximation of Responses and
Gradients

Yield optimization requires substantial computational
effort for circuit simulations and, if gradient optimization
is used, for gradient evaluations. Quadratic approxima-
tion is an efficient approach for speeding up the optimi-
zation process [163], [118], [164].

In quadratic approximation the circuit response R (@) is
approximated by a multidimensional quadratic polyno-
mial of the form

R(@) = ay + 2 a,($; = 1)

+ B bydi =)@ 1) (D
Ji=1
j=i
where
r=10r r-rl (78)
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Fig. 15. Configuration of passive devices and their corresponding two port
equivalent circuits [160]: (a) spiral inductor, (b) MIM capacitor and (c)

planar resistor.

is a known reference point and
a=la a - al
b=1by by "+ by by by -+

are the quadratic model parameters to be determined. Ac-
cording to [118], [164], a and b can be extremely effi-
ciently determined using k, n + 1 < k < 2n + 1, func-
tion values calculated at k predetermined base points.
The gradient of R(¢) is a vector of functions, each
function being the partial derivative of R(¢) w.r.t. one
designable variable. In yield optimization we typically
deal with four types of parameters, namely, x5 designa-
ble variables ¢pg with statistics, np designable variables
¢p without statistics, ngg non-designable variables ¢rg
with statistical variations, and n fixed parameters ¢z. The
gradients of R (¢) with respect to the designable variables

can be written as
T T-T
= |(ot) (o) |

(79a)
b,—1..1"  (79b)

oR
dpos

OR
0d)

(80)

The dimension of VR is (npg + np). Bach element in VR
can also be approximated by its quadratic model of the
form of (77).

For yield optimization we need to calculate all the re-
sponses of interest and their gradients at a number of sta-
tistical outcomes. Each statistical outcome is generated in
a (npg + ngpg)-dimensional space from the corresponding
distributions of the statistical variables ¢pg and ¢pg. Fol-
lowing (65), the statistical variables can be expressed as

bs = [dDs drs]”

= [(@ps)" ($5)"]" + [(Adps)” (Adps)TTT.  (81)
For efficiency, we build the models of the circuit re-
sponses and their gradients in the (nps + ngg)-dimen-
sional space using ¢pg and ¢pg as the variables in the
quadratic models (77). The models are built at each op-
timization iteration for the updated nominal point and uti-
lized for as many statistical outcomes as desired.
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Fig. 16. Circuit diagram of an X-band amplifier | 165].

D. FAST Gradient-Based Yield Optimization

Gradient-based yield optimization involves repeated
simulation of a large number of statistical outcomes and
requires sensitivity analysis to estimate the gradients of
the error functions. Therefore, an effective and efficient
approach to gradient calculation is very important. Two
gradient estimation techniques IGAT and FAST, as dis-
cussed in Section IV, have been used in yield optimiza-
tion of nonlinear circuits [63]. Here, we use FAST for
physics-based yield optimization.

In order to solve the yield optimization problem (74),
we need to calculate the gradients of the objective func-
tion U w.r.t. the designable variables. Let ¢; be a generic
designable variable out of ¢°. Differentiating (68) w.r.t.
¢y we obtain, if J(¢') # O,

. (/p-1 ‘
av (¢l) — 1\1P i1
960 <,ef%f>‘ [e, ()] > 2, L@
[2e@)] s
o | da’ (82)

From (65) we have 3¢’/ 367 = u,, unless a different than
(65) relationship exists between ¢' and ¢° (e.g., a relative
perturbation). Following (66a) and (66b) the computation
of de;(¢') /3¢ can be converted to the calculation of the
gradients of circuit responses by expressing the gradient
of ¢;,(¢') w.r.t. the Ith element ¢; in ¢’ as

de;(¢") R (¢)

ab) el
where the sign depends on the type of the specification S,.
If §; is an upper (lower) specification, the positive (neg-

ative) sign is used. Finally, the FAST technique is used
to evaluate dR;(¢") /d¢).

(83

E. Yield Optimization of A Three Stage X-band MMIC
Amplifier

We consider a three stage small-signal X-band cascad-
able MMIC amplifier shown in Fig. 16. The design is

based on the circuit topology and the fabrication layout
described in [165], but with different parameter values.
The amplifier contains three MESFETSs using an inter-
digitated structure with two gate fingers of dimensions 150
pm X 1.0 um. The matching circuits are composed of
inductors and capacitors arranged in bandpass topology.
All passive components are realized using lumped MMIC
elements: spiral inductors, MIM capacitors and bulk re-
sistors, The second and third MESFETs are biased
through 1500 Q GaAs bulk resistors. The drains and the
first gate bias are bypassed by high value MIM capacitors.
The input-output matching circuit includes a series capac-
itor to make the amplifier cascadable without additional
components.

The amplifier is to meet the following specifications: in
the passband (8 GHz-12 GHz) gain = 14 + 1.5 dB, input
and output VSWR < 2.5; in the stopband (below 6 GHz
or above 15 GHz) gain < 2 dB.

We use the PBMs for both the MESFETSs and the pas-
sive elements. Since all devices are made from the same
material and on the same wafer, they share common pa-
rameters. All three MESFETs have the same values for
the critical electric field, saturation velocity, relative per-
mittivity, built-in potential, low-field mobility and high-
field diffusion coefficient. All the MIM capacitors have
the same dielectric film, and all bulk resistors have the
same sheet resistance. The geometrical parameters can
have different values for different devices, including the
gate length, gate width, and channel thickness of the
MESFETs, the metal plate area of the MIM capacitors,
and the number of turns of the spiral inductors. The dop-
ing densities of the MESFETs 'are also considered as in-
dependent parameters.

First, a nominal design is performed using minimax op-
timization [166]. Ag in a traditional degign, only the
matching circuits are optimized. The parameters of the
active devices (MESFETSs) have fixed values. There are
14 design variables, namely, S¢;, Sca, Sc3, Scq (the area
of the metal plate of MIM capacitors Cy, C,, C; and Cy),

N1, A, **° , Npgo (the number of turns of the spiral
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Fig. 17. (a) Gain and (b) input VSWR versus frequency before (---) and
after (—) nominal design optimization.
TABLE V
VARIABLES FOR NOMINAL DESIGN
Design Before After Design Before After
Variable Optimization Optimization Variable Optimization Optimization
Scr (um?) 353.1 326.8 A4 3.68 3.63
Sco (wm?) 2014.4 2022.4 s 2.13 2.17
Scs (um?) 212.3 218.2 e 2.61 2.58
Sca (um?) 354.2 352.2 By 2.42 2.62
ny 3.06 . 2.78 Ay 2.45 2.43
1o 3.56 3.66 Ao 2.88 ° 2.78
nis 2.84 2.96 B0 3.09 3.01
S¢: s the area of the metal plate of MIM capacitor C,.
ny; is the number of turns of the spiral inductor L;.
TABLE VI
ASSUMED DISTRIBUTIONS FOR STATISTICAL VARIABLES
Variable Mean Deviation (%) Variable Mean Deviation (%)
N, (1/m’) 1.0 x 102 7.0 d (um) 0.1 4.0
L (um) 1.0 3.5 Sc1 (um?) 326.8 3.5
a (pm) 0.3 35 Sca (um?) 2022.4 3.5
W (um) 300 2.0 Sca (pm?) 218.2 3.5
W, (pm) 20 3.0 Scq (um?) 352.2 3.5
S; (pm) 10 3.0

The doping density N,, gate length L, channel thickness a and gate width W of the three MESFETs have

the same distribution. The conductor width W, and spacing S; of the 10 spiral inductors L;, L,, .

L Ly

have the same distribution. d is the thickness of the diclectric film for all MIM capacitors. Sg; is the area

of the metal plate of MIM capacitor C;.

inductors L, L,, * * », Lyp). The values of the capacitors
and inductors given in [165] were used to select the initial
values for these variables. The nominal solution was
achieved by minimax optimization after 15 iterations
(about 5 minutes on a Sun SPARCstation 1). The gain and
input VSWR before and after optimization are shown in
Fig. 17. The values of the design variables before and
after optimization are listed in Table V.

The minimax nominal design is then used as the start-
ing point for yield optimization. A total of 37 parameters
are considered . as statistical variables. They include the

gate length, gate width, channel thickness and doping
density of the MESFETs, as well as the geometrical pa-
rameters of the passive elements. The extrinsic parasitic
parameters of the MESFETSs are assumed independent,
nondesignable and without statistical variations. The mean
values and standard deviations of the statistical variables
are listed in Table VI. The correlation matrix used is given
in Table VII. The most significant correlations are be-
tween the corresponding parameters for different devices.
For instance, the gate lengths of the three MESFETs are
strongly correlated. In addition to the number of turns of
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TABLE VII
ASSUMED PARAMETER CORRELATIONS FOR THE THREE MESFETSs
ary Lp C Wi o Ngp arz LF2‘ Wes Nurs ar3 L, Wes Nups
ar 1.00 0.00 0.00 -0.25 0.80 0.00 0.00 —-0.20 0.78 0.00 0.00 -0.10
Lpy .0.00 1.00  0.00 -0.10 0.00 0.80 0.00 -0.05 0.00 0.78 -0.00 -0.05
Wg 0.00 0.00 1.00 0.00 0.00 0.00 0.80 0.00 - 0.00 “0.00 0.78 0.00
Ny —-0.25 -0.10 0.00 1.00.  -0.20 -0.05 0.00 0.80 -0.15 -0.05 0.00 0.78
apy 0.80 0.00.  0.00 -0.20 1.00 0.00 0.00 - -0.25 0.80 0.00  0.00 -0.20
Ly 0.00 0.80 - 0.00 —0.05. 0.00 1.00  0.00 =0.10 0.00 0.80  0.00 -0.10

Wea 0.00 0.00 0.80 0.00 0.00 0.00 1.00 0.00 0.00 0.00 - 0.80- 0.00
Ny - —0.20 —-0.05  0.00 0.80 -0.25 —-0.10 ~ 0.00 1.00 -0.20- . —0.05 . 0.00 0.80

ar3 0.78 .~ 0.00- 0.00 —=0.15 0.80 0.00 0.00 -0.20 1.00 '0.00 - 0.00 —0.25
Lgs 0.00 0.78 - 0.00 -0.05 0.00 0.80 0.00. = -—-0.05 0.00 1.00 0.00 - ~-0.10
Wgs 0.00 0.00 0.78 - 0.00 0.00 0.00 0.80 0.00 06006 °~ 0.00 1.00 0.00

. Nyps -0.10 —-0.05 0.00 0.78 -0.20., -0.10 0.00 0.80 -0.25 .-0.10 - 0.00 1.00

The subscripts F1, F2 and F3 are used to distinguish the parameiers of three different FETs.

.

TABLE VIII
DESIGN VARIABLES FOR YIELD OPTIMIZATION
Design Before After Design Before After
Variable Optimization Optimization Variable ' Optimization- =~ Optimization
a (um) i 0.3 0.31 Ao © 3.66 3.66
L (um) 1.0 ) 0.99 nrs 2.96 : 3.03
W (um) - . 300 . 308 R4 3.63 3.65
. Nd(l/m) » 1.0 x 10% 1.03 x 10% fgs 2.17 . 2.23
Sci (pm® ) 326.8 322.7 Ny 2.58 2.51
Scz (pm?) 2022.4 2006.3 nys 2.62 2.62 -
Scs (um?) 218.2 222.9 Ps 2.43 2.44
Scs (pm?) 352.2 " 356.7 Rrg - 278 2.78

oy 2.78 2.74 Cnge 3.01 3.09

the 10 spiral inductors and the metal plate area of the 4
MIM capacitors, the gate length, gate width, channel
thickness and doping density of the MESFETSs are chosen
as the variables for yield optimization.

At the starting point (i.e., the minimax nominal de-
sign), the yield was 26% as estimated by Monte Carlo
analysis with 200 statistical outcomes. The yield was im-
proved to 69% at the solution of yield optimization (about
4 and a half hours CPU time on a Sun SPARCstation 1).
The solution is given in Table VIII. The:Monte Carlo

" sweeps of gain and input VSWR before and after yield : : v
optimization are shown in Figs. 18 and 19. : ffe‘l“en"y (GHz)
. : @ .

16

VII. Two-DIMENSIONAL (2D) FiELD-BASED MESFET ;
SIMULATION AND MODELING 15.5 e o

Among PBMs, field-based numerical models are con- \ :
sidered to be the most accurate in terms of the simulation ‘
results they provide. For MESFETSs, a number of nu-
merical models such as the 2D drift-diffusion model [130],
[133] have been proposed. Although conventional micro-

wave CAD programs may have difficulties accommodat- 1
' ing ficld-based models, the new generation of CAD sys-
tems should be able to do so with an open architecture. 93 & : ~ 0 TR i 16
The Datapipe™ feature of OSA90/hope [127] is designed R frequency (GHz)
to functionally integrate external simulators. In this sec- : o ®)
tion we demonstrate 2D field-based MESFET simulation Fig. 18 Monte Carlo sweep of gain versus frequency (a) before and «(b)
and modeling utilizing the Datapipe feature. . after yield optimization.

gain (dB)
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Fig. 19. Monte Carlo'sweep of input VSWR versus frequency: (a) before
and (b) after yield optimization.

A. 2D Drift-Diffusion MESFET Model

We use a 2D drift-diffusion MESFET model based on
numerical techniques presented by Reiser [130] and
Snowden et al. [133].

The model makes the following assumptions: (1) ne-
glecting minority carriers, (2) neglecting thermal gener-
ation and recombination effects, and (3) describing the
carrier flow by the diffusion equations. The basic model
equations are described by (1)-(5) in Section II. The dif-
fusion coeflicient D is determined from the Einstein re-
lation ‘

D = Hu
q
with Boltzmann’s constant k and the absolute temperature
T. The electron mobility p is calculated by (10).
Two-dimensional Poisson’s equations and current con-
tinuity equations with the boundary conditions approxi-
mated according to the physical nature of the device. are
solved using the finite difference method to simulate the
internal device physics.

(84)

B. Simulation Using Datapipe of OSA90/hope

The Datapipe feature of OSA90/hope [127] is designed
to utilize UNIX interprocess pipes for high-speed data
communication between OSA90/hope and external pro-
grams. Using Datapipe, external models and simulators

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 40, NO. 7, JULY 1992

Datapipe 1 user's
server program
OSA0/hope ) .
Datapipe | user'’s
server program

Fig. 20. Schematic diagram of Datapipe using inter-program pipe com-
munication (IPPC), where user’s programs may be user’s in-house pro-
grams such as special purpose simulators, control programs, etc.

can be functionally integrated into the overall simulation,
optimization and statistical environment. The basic Da-
tapipe architecture is illustrated in Fig. 20.

We apply this concept to 2D field-based MESFET sim-
ulation. The 2D field simulator runs as an external pro-
gram, concentrating on intensive number crunching op-
erations such as solving Poisson’s equations and current
continuity equations. OSA90/hope interacts with the user,
accepts and parses parameter values through its input file,
organizes simulation (sweep) ranges, passes the necessary
data to the external simulator, postprocesses the results
returned from the external simulator, and provides graph-
ical display capabilities.

We consider a 0.5 X 300 um GaAs MESFET with the
physical parameters listed in Table IX. The source and
drain lengths are the equivalent ohmic contact lengths.
Since the substrate has a very high resistivity and its effect
on the results can almost be neglected in the finite differ-
ence simulation, a small value rather than the actual value
of substrate thickness is considered in order to reduce
computation time. The approximated doping profile is
listed in Table X. We used the 2D model in dc simulation
at 56 bias points, which took about 14 hours of CPU time
on a Sun SPARCstation 1. The simulated dc results are
indicated in Fig. 21 by circles.

C. The Plessey Model [167]

Field-based simulation provides accurate results but is
very time-consuming. Often, field-based simulation is
used to generate data for ECM modeling. We utilize a
modified Statz model from Plessey [167] to match the re-
sults from our 2D field simulation. The Plessey model
equation for the FET drain current is as follows

Lis (Vs = V,)?

s = —ﬂl YR

(I + NV,) tanh (aV)

‘ vV
+ <1 + V—ds> G Vs tanh (aVy) (83)
11
where
Vi = V(1 — BVy). (86)
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TABLE IX
PARAMETERS FOR THE 0.5 um GaAs MESFET
Source Length 0.15 pm
Source-Gate Gap 0.50 pm
Gate Length 0.50 um
Drain-Gate Gap 0.60 pum
Drain Length 0.15 pm
Gate Width 300 pm
Channel Thickness 0.15 ym
Buffer Layer Thickness 0.20 pm
Substrate Thickness 0.05 um
Schottky Barrier Height 0.80V
Temperature 350°K

Doping of Active Layer
Doping at Contacts
Substrate Impurity Level

1.5 X 102 /m?
3.7 X 10%/m°®
1.0 X 10'%/m?

TABLE X
DoPING PROFILE FOR THE 0.5 um GaAs MESFET
Doping Doping
Grid No. 1 /m?) Grid No. (1/m
0 1.5000 x 10% 17 1.7705 x 10*
1 1.5000 x 10 18 7.7109 x 107",
2 1.5000 x 103 19 3.1290 x 10%!
3 1.5000 x 10% 20 1.2247 x 10%
4 1.5000 x 10% 21 4.7939 x 10%
5 1.5000 x 10*® 22 1.9453 x 10%°
6 1.5000 x 107 23 8.4721 x 10"
7 1.5000 x 10% 24 4.0886 x 10"
8 1.5000 x 10? 25 2.2485 x 10"
9 1.5000 x 102 26 . 1.4419 x 10"
10 1.5000 x 10% 27 1.0967 x 10"
11 1.5000 x 10% 28 1.0000 x 10'°
12 1.5000 x 10% 29 1.0000 x 10
13 1.3676 x 10? 30 1.0000 x 10
14 1.0402 x 10% 31 1.0000 x 10"
15 6.6710 x 10% 2 1.0000 x 10'°
16 3.6687 x 10%2
b Ve ov
o M’/ GS
c/(,,,o,m
50
%‘ © / Vgs= -1V
8 3 Z <
// | Vgs= -2V
20 M—MW
/ — Ves= -3V
10 el S e
)/n’_o),.ﬂ)’
o 1] 08 16 24 32 4.0
Vos(V)

Fig. 21. Comparison of dc characteristics simulated by the 2D field-based
simulator (°) and calculated by the Plessey model (—).

Lyss, Vis Gy, b, a, B and N are the parameters to be de-
termined. The model equation is implemented in the
OSA90/hope input file using expressions.

The Plessey model parameters are extracted by £; op-
timization of OSA90/hope, matching the dc data at 56
bias points. The extraction took about 3 minutes of CPU
time on a Sun SPARCstation 1. The model parameter val-
ues before and after optimization are listed in Table XI.

‘devices as design variables.

TABLE XI
PARAMETERS FOR THE PLESSEY MODEL
Before After
Parameter Optimization Optimization
I (mA) 60 52.49
vV, (V) -4.0 —4.10
b (V) 1.5 x 1073 2.23 x 107°
ANA/D 0.01 0.011
o (1/V) 14.5 3.316
G (1/D) 3.0 x 1073 2.47 x 1073
B(/V) 16.5 20.0

The dc drain currents calculated by the 2D field simulator
and by the Plessey model are compared in Fig. 21.

VIII. CONCLUSIONS

We have presented our approach towards physics-ori-
ented microwave circuit optimization. We have addressed
device modeling, parameter extraction, nonlinear simu-
lation, nominal design, statlstlcal modeling and yield op-
timization.

Analytical large-signal physical models of MESFETs
have been discussed and new developments presented.
Nonlinear circuit analysis with PBMs integrated into the
HB equations have been described.

PBMs provide flexibility for engineers to perform de—
signs based on physical parameters and to foresee the
characteristics of the circuits before fabrication. Although
some phenomena of the FETs are not fully accommo-
dated at present we believe that continuing research on
and improvements of PBMs will address the unsolved
problems in the near future.

FAST has been shown to be suitable for high speed
gradient calculations for circuit optimization employing
physical, geometrical and process-related parameters of
Hierarchical, nonlinear,
yield-driven optimization has been demonstrated.

Statistical modeling of active devices with physics-
based models has been explored. Our procedure has been
illustrated through new implementations of the Ladbrooke
model and the Khatibzadeh and Trew model. The results
from the Ladbrooke model have demonstrated the feasi-
bility of using PBMs for statistical modeling, though fur-
ther investigation of the Khatibzadeh and Trew model for
statistical purposes is neéded.

Physics-based statistical models have been applied in
physics-based yield-driven optimization suitable for
MMICs. Both passive and active elements have been de-
scribed in terms of material and geometrical statistical pa-
rameters.

Effective multidimensional quadratic functions have
been employed to simultaneously approximate responses
and gradients. Our novel theoretical developments have
been incorporated into OSA90/hope and HarPE. They are
thereby available to the microwave community. OSA90/
hope’s novel Datapipe structure constitutes the first mi-
crowave CAD product of its kind. The open architecture
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feature enables device and circuit designers to solve a va-
riety of relevant linear/nonlinear/statistical modeling,
simulation and optimization problems with both circuit
and physical parameters.
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